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Abstract—Sentiment analysis has become one of the fun-
damental research areas with an objective of estimating
the polarity of text documents. While sentiment analysis
requires rich training resources, the number of available
labeled documents is limited. The proposed interpolative
self-training model is an extension of self-training as one of
the most common semi-supervised learning algorithms. The
proposed method is based on enlarging learning documents
by interpolating data in both the training and the test phase.
The method also includes a weighting strategy for data
selection in each iteration. The method is evaluated using
four Twitter datasets for the task of sentiment analysis.
The results indicate that the proposed self-training model
successfully outperforms the baseline and the standard self-
training approach.

I. Introduction

With the rapid growth of publicly available social
content via social networks where users share their opin-
ions, sentiment analysis is becoming more important
in better understanding user opinions and intentions.
Unlike other NLP problems, such as topic classification
which performs well at general level, opinion mining
and sentiment analysis are challenging tasks. Indeed,
differentiating between a variety of topics can be easier
than determining the sentiment of documents. Although
users usually use more specific features for different
topics, in sentiment analysis these variances are chal-
lenging to detect. This could be explained by the fact that
users express their feelings in many different ways. Also,
sentiment can be laid down in ambiguous documents
such as “I am not invited to the party” which expresses
sadness feeling or “feeling determined” which expresses
happiness. Some documents, such as reviews, include
both positive and negative sides from which it is difficult
to detect any general feeling.

Supervised learning (SL) is one of the most common
approaches in sentiment analysis, opinion mining, and
polarity classification. Many attempts have been made
to improve the performance of SL classifiers in different
ways. One of the simplest and most common techniques
is using subjective training set to detect objective samples
applying a binary classifier [1]. Koppel and Schler [2] ap-
plied neutral instances to differentiate between positive
and negative reviews. Nevertheless, the effectiveness of

all the approaches using SL methods highly depend on
the availability of annotated data.

While plenty of unlabeled data are available, anno-
tating data or obtaining labeled training sets is time-
consuming and expensive. Another possible solution is
unsupervised learning methods such as a clustering ap-
proach to distinguish between different polarities. How-
ever, without having any knowledge of dependencies of
features and different sentiments, sentiment analysis still
remains as a challenging task. Semi-supervised learning
(SSL) algorithms are potential solutions for the prob-
lem of insufficient annotated data and have attracted
widespread research attention in many domains [3, 4].
SSL techniques utilize unlabeled data as well as a limited
number of available labeled samples in a classification
engine. Self-training is one of the most popular and
efficient algorithms [5] in semi-supervised learning. The
algorithm is based on training classifier with limited la-
beled data to annotate an extensive number of unlabeled
documents in an iterative cycle. In every iteration, it is
assumed that the predictions with high confidence scores
are correct; therefore, they are added to the training set.

In this paper, a self-training model, namely interpola-
tive self-training is proposed. The proposed algorithm is
an iterative method, which contributes in two learning
stages: interpolating documents and selecting the best
predictions to be added to the training set. In the first
stage, the training set is enlarged by concatenating insuf-
ficient labeled examples in each class with documents
in the same class or different classes. In addition to
enlarging the training set, insufficient labeled data are
interpolated with the test data. In fact, the idea of
interpolating the training set with the test set can create
different test data possibilities and can aid the classifier
to distinguish between those possibilities and learn more
from the data. For the selection stage, we define a
weighting approach to score the predicted documents
and select the best predictions for adding them to the
training set in each iteration.

In fact, our proposed model pursues two main con-
tributions: enlarging insufficient training data and facil-
itating the predicting performance of the classier. Inter-
polation of documents increases the number of available



labeled documents. In addition, it helps the classifier in
differentiating the polarity of the documents. In fact, the
brevity of micro-blogging data causes many challenges
in polarity classification. It may result in not having spe-
cific features that express emotions. Indeed, sentiment
classification, which seeks to determine the polarity of a
document, may fail when there are ambiguous features.
Therefore, the interpolation of documents also aids the
classifier in labeling the documents that are short in
length or have ambiguous features.

II. Overview of Previous Studies

Until now, semi-supervised learning techniques have
been considered as effective learning algorithms in many
applications ranging from query attempt calcification [6]
to NLP [7], spam filtering, and personality prediction
[8, 9]. With the popularity of sentiment detection in
text analysis and the availability of abundant unlabeled
data, SSL algorithms have become more popular [10, 11].
There has been widespread research attention on semi-
supervised learning and sentiment analysis. A semi-
supervised learning algorithm proposed by Dasgupta
et al. [12] is based on using unsupervised learning for
automatically labeling a training seed for an iterative
algorithm, which requires careful parameter tuning. In
this context, Zhou et al. [13] proposed a novel active deep
network (ADN) to detect training documents for a semi-
supervised algorithm. In addition, Other non iterative
algorithms also have been developed [14]. Extracted pat-
terns from a large number of unlabeled data were used
as features in SL to investigate to what extent effective
prior knowledge can improve the performance of a clas-
sifier. Furthermore, semi-supervised learning algorithms
have been applied in lexicon-based approaches [15, 16].
As an example, He and Zhou [16] employed a general
lexicon sentiment dictionary to annotate unlabeled data.
Based on the automatically labeled data, a new self-
learnt approach was built.

Among the most common techniques in semi-
supervised learning, self-training is one of the most pop-
ular algorithms [5]. Self-training is known as one of the
most efficient and simplest approach in semi-supervised
learning. It works as a black box wrapper, which avoids
struggling with the complexity of the systems during
learning. The algorithm is based on training a classifier
with limited labeled data and applying it to the majority
of unlabeled data in an iterative cycle. In every iteration,
it is assumed that the high confidence predictions are
correct and added to the training set. However, this
assumption is more effective when classes are more
separated in context. This emerged approach was first
adopted for the problem of sentiment bearing by Riloff
and Jones [17]. Although many sentiment labeling tasks
have been devoted for analyzing applicability of self-
training [18, 19], there is still a lack of study on how to
modify the self-training framework in order to improve

its capabilities. In this study, we propose a self-training
approach to better focus on the generation of the initial
training set as well as the selection of the data in each
iteration.

III. Interpolative Self-training Framework

We propose a self-training model, namely interpola-
tive self-training. The model was proposed for a sen-
timent classification of limited labeled documents with
the abundant unlabeled data. This algorithm starts with
enriching data in the training and test datasets. An initial
classifier is trained with the enriched dataset and is ap-
plied to label the test data. In each iteration, the best test
data are selected to be added to the former training set.
Training and testing sets are recombined and retrained.
In the final stage, based on some predefined number of
iterations, the performance is achieved. The framework
of interpolative learning has been presented in Table
I. In the following subsections, we highlight how data
are interpolated in the training and test phases. We also
explain how data are selected in each iteration based on
the proposed weighting schema.

A. Data Generation
In the proposed iterative model, learning documents

are enlarged with two different steps. First, documents
are concatenated in the training phase and the binary
classification is converted to three class problem.
Second, the test data are integrated with a set of labeled
documents to enable better understating and learning
of the test data. In each iteration, the best representative
data is selected to be added to the training set iteratively.

Data Interpolation in Training Phase: Suppose
the training set consists of positive and negative
documents, which may express sentiments decently,
such as “I feel so sad for them”. In addition, there
might be some documents such as “I am not going to
the party” and “I was at Starbucks yesterday”, which
are ambiguous and are mostly found in microblogging
datasets. In order to resolve the issue of the ambiguity,
a subset of training dataset are selected from each
classes (positive and negative). The selected datasets are
concatenated with the original training dataset and all
three possibilities of categories (positive, negative, and
ambiguous) are generated (see Table II). While data are
enriched, the strength of positiveness or negativeness in
each document is also increased. Let Xl be the training
set (labeled documents) that is presented as follows:

Xl = {x1, x2, ..., xm} =


x1,1 x1,2 · · · x1,|V|
x2,1 x2,2 · · · x2,|V|

...
...

. . .
...

xm,1 xm,2 · · · xm,|V|

 (1)

where V is the global vocabulary and m represents the
number of documents in training set. Therefore, Xpos and



TABLE I: Interpolative self-training framework.

1: Input: Classifier f , labeled documents consist of positive and negative samples {Xl : (Xpos, Xneg)→ Y } ; test documents {Xu}.

2: Repeat

3: Generate training and testing documents:

a: Concatenate positive samples with training set {Xl , Xpos} ; labeled as positive.

b: Concatenate negative samples with training set {Xl , Xneg}; labeled as negative.

c: Concatenate positive samples with negative samples {Xpos, Xneg}; labeled as ambiguous.

d: Concatenate positive samples with test set {Xpos, Xu}.

e: Concatenate negative samples with test set {Xneg, Xu}.

3: Train classier f with the data created by steps a, b, c .

4: Apply classifier f on the generated unlabeled data by steps d and e.

5: Select Xs: the most confidently labeled examples based on the weights assigned to each test example.

6: Remove Xs from Xu; add Xs to training set.

7: Until predefined number of iterations

8: Return labels of the test dataset

Xneg are the subsets of positive and negative documents
that are selected from the training set (Xl). In interpo-
lation phase, the training documents are integrated to
generate three groups of possibilities as follows:

Xpos
m′ ,|V| × Xpos

m1,|V| : m′ ×m1 positive

Xneg
m′′ ,|V| × Xneg

m2,|V| : m′′ ×m2 negative

Xpos
m1,|V| × Xneg

m2,|V| : m1 ×m2 ambiguous

(2)

Where m′ and m′′ are the sizes of the positive and
negative documents in training set, while m1 and m2
are the sizes of the subsets (randomly selected) of the
positive and negative documents from the training set.
We assume the combination of the positive documents
generates positive sentiment and the negative documents
make negative combinations. However, the combination
of Xpos and Xneg creates the ambiguous documents.

Furthermore, interpolation of each two vectors is the
concatenation of their features. As an example, suppose
A is a vector space of a document from training set,
which is represented by a vector of features, Ai =
{a1, a2, ..., a|V1|}. B is also a selected document for concate-
nation and is denoted as Bi = { b1, b2, ..., b|V2|}. Therefore,
the combination of these two vectors generates a new
data consist of a set of features, which is presented as
follows:

A
⋃

B = { f1, f2, ..., f|V1+V2|} (3)

Where V1 and V2 are the subsets of the global
vocabulary (V). The concatenation results in generating
more labeled documents as well as increasing the degree
of positiveness and negativeness of each document.

Data Interpolation in Test Phase: In contrast to
the common self-training, in which the test set remains
unchanged, in the proposed algorithm the test data is
also merged with the selected training samples. In this
context, by having no knowledge about test dataset, the
documents in test set are concatenated with the selected
positive or negative from the training set. This approach
helps the classifier to distinguish more about sentiment
of the data. Additionally, in each iteration, the best test
documents with their predicted labels are reinforced
in the training data. Therefore, if Xu is the test set, all
the possibilities of the generated unlabeled data are as
follows:

Xu
x,|V|, Xpos

m1,|V| : (n−m)×m1

Xu
x,|V|, Xneg

m2,|V| : (n−m)×m2
(4)

where n−m is the size of test dataset.

B. Data Selection
In each iteration, the best labeled data, which is an-

notated by the classifier, is selected to be added to the
training set. In this regard, four weights (w) are assigned
to each test data based on the score given by the classifier.
The weights are calculates as follows:

Wa =
j

∑
1

(wa)j

j + 1
, Wc =

k

∑
1

(wc)k
k + 1

Wb =
q

∑
1

(wb)q

q + 1
, Wd =

r

∑
1

(wd)r

r + 1

(5)

Where wa is the score given by the classifier to the
document that has positive label, given by the classi-
fier, and was interpolated with the positive documents.
Therefore, j is the total number of documents in this



TABLE II: Sample of integrated documents in training phase.

Documents before integration Documents after integration Assigned label

“At starbucks with my new sister learning her new phone.” “At starbucks with my new sister learning her new phone.loving life... and loving you ” positive

“I scratched my iPod, ” “ I scratched my iPod, forgot about my english coursework amp; today is just not my day ” negative

“ Hayfever time not good!” “ Hayfever time not good!starbucks amp; tanning. good start for today” ambiguous

combination. Moreover, wc is the score of the document
that was labeled ambiguous and was concatenated with
the positive documents. In addition, wb and wd are
the scores of the negative and ambiguous documents
respectively, which were interpolated with the negative
documents. After having all the mentioned weights for
each test data, a total weight is assigned to each test data
as follows:

wi =
√
(Wa −Wd)2 + (Wc −Wb)2 (6)

In each iteration, the top number of test data based
on their wights are selected for joining to the former
training set. Each label (yi) is assigned to the selected
documents as follows:

yi =

{
i f wa + wc > wd + wb then positive
i f wa + wc ≤ wd + wb then negative

(7)

IV. Experimental Results

We selected Twitter sentiment analysis datasets for
evaluating our proposed approach. The benchmark
datasets are as follows:

1) The STS-Gold corpus [20]: This dataset contains
2,034 tweets which were labeled by experts as
positive and negative.

2) Stander-Twitter sentiment corpus: 1 This corpus
consists of 5,513 hand-classified tweets of product
reviews related to Apple, Google, Microsoft, and
Twitter.

3) Twitter Sentiment Analysis Training Corpus
(sentiment-1,sentiment-2): 2 This dataset consist of
1,578,627 classified tweets with positive and nega-
tive labels. The dataset was divided into two differ-
ent corpus: sentiment-1 and sentiment-2.

A. Experiment Setup

We compared the proposed interpolative self-training
model with a standard self-training and SL as the base-
line. The stopping criteria for both self-training and
the proposed model is 20 number of iterations. Macro-
average F-measure was calculated to evaluate the perfor-
mance of the applied model with liblinear SVM classifier.
In every iteration i% of the best representative data are
added to the training set, where i=5,10, and 20 percent

1http://www.sananalytics.com/lab/twitter-sentiment/
2http://thinknook.com/twitter-sentiment-analysis-training-corpus-

dataset-2012-09-22/

were considered. In the preprocessing phase, we filtered
out tweets with neutral labels as well as non-English
tweets. We removed stopwords, punctuations, hashtags,
urls, and numbers. The documents were employed with
a binary representation.

B. Results and Discussions

The F-measure results have been presented in Figure 1.
The baseline is the supervised learning considering 10%
of data as the training and 90% as test sets. The results
of the baseline have shown that SL does not perform
well because training sample is small and insufficient.
In fact, microblogging datasets are mostly unstructured
and the classifier needs a rich training set to achieve a
high performance. The self-training has improved the
performance slightly, but not significant changes were
captured. Interpolative self-training achieved almost a
comparable result compared with the self-training, and
boosted the result of baseline significantly (Figure 1). As
an example, for dataset STS-Gold, interpolative-learning
performed 24% and 16% better than the baseline and
the self-training respectively. Significant differences of
interpolative learning performance compared with other
methods can be related to the enrichment approach in
the number of data and features. In every concatenation
in training phase, not only data is enlarged, also the
degree of positiveness and negativeness of a document
is increased. In addition, changing two polarity classes
problem to three classes gives this ability to classifier
to discriminate the differences between positive and
negative classes when there are ambiguous documents.
In fact, in binary classification the classifier tries to
find a separating hyperplane while some ambiguous
documents would lie on different side.

Figure 2 represents the performance of three algo-
rithms over the considered 20 iterations. It can be ob-
served that, in three datasets, a significant improvement
is achieved in the first iteration for interpolative learning
and performance was slightly changed for other iter-
ations. However, the performance of self-training was
increased with the number of iterations. From the results
we can conclude that interpolative self-training reduces
the number of learning iterations significantly compared
to the self-training.

The result of interpolative on Stander-Twitter dataset
has been presented in Figure 2 (c). In this case, the
performance of interpolative has not been significantly
increased in the first iteration. Also, performance of self-
training has been dropped in early iterations. It could
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Fig. 1: F-measure of the different approaches.

be possibly attributed to the topics of this dataset. This
corpus consist of four different products: Twitter, Apple,
Microsoft, and Google. In fact, different product reviews
contain different features to express emotions. As an ex-
ample, some specific features, which are used to express
opinion about Twitter, are not used to express sentiment
about Google. Therefore, less shared common words
between the same class of different products creates
some challenges.

V. Conclusions

In this study, we presented a semi-supervised learning
model for the problem of sentiment analysis. Interpola-
tive self-training is the modified version of the self-
training, which is based on concatenating data in both
the training and the test datasets, while changing a
binary classification to a three classification problem. In
the presented approach, the training and the test datasets
were concatenated with the selected positive and nega-
tive samples from the training set. In fact, the proposed
model enriches the training dataset, while effectively en-
hances the predictability in test phase. The performance
of interpolative learning has been compared with the
self-training and the supervised learning as the baseline.
According to the preliminary results, interpolative self-
training outperformed the other approaches. The best
result has shown 16% improvement compared to the
baseline. In addition, the performance of interpolative
learning has been increased in the early iterations com-
pared with the self-training.

In the presented approach, the training and test
datasets were concatenated with the randomly selected
positive and negative samples from the training set. In
the future, we have plan to apply a selection method
to select the best representative of positive and nega-
tive samples as a concatenation set. Enriching datasets

with better samples in initial iterations may increase the
performance of the developed method. Moreover, we
would like to evaluate the effectiveness of interpolative
in domain adaptation. In this approach, other domains
can be considered as a concatenation set to integrate
with a target domain. In addition, we are also interested
to evaluate our method for other problems such as de-
ception detection which suffers from insufficient labeled
data.
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