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Abstract—A number of approaches based on symmetric non-
negative matrix factorization (SNMF) have been proposed to
improve the performance and the interpretability of community
detection. Due to the nature of NMF, the partition results
obtained by conventional NMF without post processing are soft
assignments of nodes w.r.t. communities, which demonstrates
overlapping of communities.

Based on the traditional SNMF method, we propose a self-
constrained symmetric non-negative matrix factorization (SC-
SNMF) with tuning ability to control the degree of community
overlapping, which controls if the community partition result
is “most overlapping”, “nearly overlapping” or “nearly non-
overlapping”. We use both traditional and overlapping version
of modularity and partition density to investigate community
overlapping on five real-world social network datasets. The
experimental results show that SCSNMF has the ability of
interpretation for overlapping degree of communities.

I. INTRODUCTION

In complex network science, community detection for social
network, collaborative network, biological network, etc., is an
important means to understand and analysis network clustering
problem. According to node similarity or other information,
nodes in networks can be grouped into communities, that are
sharing common attributes, features or functions. With the help
of identified communities in network, numerous data mining
tasks can be improved, such as social-based recommendations
for both individuals [1] and groups [2], combinatorial cluster-
ing [3]. It is a common understanding that nodes are densely
connected within same community, while sparsely connected
in different communities [4].

It is a common phenomenon that individuals in a social
network may be assigned with multiple community member-
ships. For example, an individual can have different roles when
he/she has connections with different kinds of group of people,
e.x. family, coworkers, friends. Previous studies showed that
the overlap in communities is a significant feature of numerous
real-work networks.

Algorithms for overlapping community detection can be
categorized into different classes that distinguish the way com-
munities are discovered [5]. Clique Percolation based methods
(CPM) [6] considers that a community is a combination of
fully connected subgraphs and communities are discovered

by finding adjacent cliques, which has great performance on
graphs having densely connected component. Link Partitioning
based methods (LP) [7] groups links instead of nodes when
communities are identified in a line graph, which seems
conceptually natural. However, LP methods still rely on an
ambiguous definition of community as node-based community
detection approaches do. Agent-based methods, such as label
propagation algorithms, SLPA [8], COPRA [9] can identify
community structure in nearly linear time.

Another class of approaches for overlapping community
detection bases on non-negative matrix factorization (NMF).
Matrix factorization is an algorithm for feature extraction,
dimension reduction and clustering. NMF has the advantage in
graph mining, since the adjacent matrix of a graph is naturally
non-negative, which makes the use of NMF method will
be interpretable. An NMF algorithm approximately factorizes
the non-negative matrix V into two matrices with the non-
negativity constraint as V ≈WH, where V is n×m, W is
n× k, H is k×m, and k is the number of communities pro-
vided by users. W represents the data in the reduced feature
space. Each element Wic in the normalized W quantifies the
dependence of node i with respect to community c. In addition
to directly using the adjacent matrix, diffusion kernel matrix
is used as the matrix to be factorized in [10], node similar
and node neighborhood ratio matrix is also exploited in [11]
and [12] respectively. A Bayesian based method is proposed
in [13] to automatically identify the number of communities.

NMF based methods have the ability to assign nodes with
soft membership that will demonstrate how much a node
will belong to a community and how many communities will
a node belong to. However, to the best of our knowledge,
there exists no method that could investigate the degree of
overlapping. Leveraging community detected with different
degree of overlapping will have a great impact on several tasks
of social computing, such as group recommendation [2]. To
tackle this problem, we investigate this problem and make
come contributions in this paper:
• We propose a self-constrained symmetric non-negative

matrix factorization (SCSNMF) based on [14] for com-
munity detection in undirected and unweighted networks.



• The proposed method has the ability to tune the degree
of overlapping. It means that the overlaps of communities
detected can be tuned for a peculiar network for different
oriented community based research, such as the study of
group recommendation in [2].

• Elementary experiments on the effectiveness of the pro-
posed method are conducted to show the impact of com-
munity overlapping tuning ability on network modularity
[15] and partition density [7].

The rest of the paper is organized as follows. Section II
reviews related work on non-negative matrix factorization and
NMF based community detection. In Section III, the proposed
SCSNMF model is introduced. Experiments on five real-world
network is carried out to demonstrate the effectiveness of
overlapping degree tuning in Section IV. We conclude our
work and provide some possible future work in Section V.

II. RELATED WORK

A. Non-negative Matrix Factorization

Traditional matrix factorization decomposes a matrix into
two or three matrices that have no any additional constraints.
These methods embrace singular value decomposition (SVD)
[16], probabilistic matrix factorization (PMF) [17], etc. How-
ever, analyses of images [18], graph networks, user-item
ratings, etc. usually require non-negativity in the results of
matrix factorization in consideration of interpretations, which
can be solved through non-negative matrix factorization.

Given a series of observed data points x1, x2, . . ., xm that
form a data matrix denoted by X = [x1,x2, . . . ,xm]> ∈
Rm×n, where the data point xi is an n-dimensional vector
whose elements are non-negative, a NMF approach aims to
decompose X into a product of two or three non-negative
matrices. The procedure can be modeled as follows,

X ≈ UV>, U ≥ 0,V ≥ 0, (1)

where matrices Um×d and Vn×d are factorized results, d is
an integer. For the purpose of solving the matrix approxima-
tion problem, an error function (or optimization function) is
used to quantify the approximation errors. For methods using
Frobenius norm, the error function to be minimized is

J =
1

2
‖X−UV>‖2F, U ≥ 0,V ≥ 0, (2)

where ‖ · ‖2F denotes the Frobenius norm. The sizes of U
and V are respectively m × d and n × d. In order to
represent expressions of X in the space of latent factors with
reduced dimensions, d is usually set such that d � m and
d� n. Algorithms to solve the objective function (2) include
Bayesian NMF [13], multiplicative updating method [19].

B. NMF based Community Detection

The technology of NMF is exploited to discover group
(community) partition in graph networks that are usually
modeled as non-negative matrices. An unweighted graph con-
taining n nodes with m edges can be denoted by an adjacent

matrix Gn×n = [gij ], where gij represents the relationship
between node i and node j. gij = 1, if there is an edge from
node i to node j; gij = 0, otherwise. Thus, m =

∑
ij gij

for an directed graph, and m = 1
2

∑
ij gij for undirected one.

The task of community detection for a given graph G can be
modeled using NMF method as follows,

JNMF =
1

2
‖G−UV>‖2F, U ≥ 0,V ≥ 0, (3)

where the matrices U or V represents relationships between
nodes and a partition, and the latent space number d is the
number of communities.

For an undirected network, the adjacent matrix G is sym-
metric. The community detection tasks reduce to symmetric
non-negative matrix factorization (SNMF):

JSNMF =
1

2
‖G−UU>‖2F, U ≥ 0. (4)

Each row vector contained in the resulting matrix U, denoted
by Ui (i = 1, 2, . . . , n), indicates the partition for node i. An
element uic in matrix U suggests whether node i belongs to
community c; or how much (membership coefficient) node i
belongs to community c, since the results of NMF bring soft
membership assignments, resulting overlapping communities.
Therefore, NMF based methods are usually exploited to iden-
tify overlapping communities.

Many NMF based community detection methods have been
proposed to deal with numerous problems. Wang et al. [14]
proposed three NMF techniques, i.e., Symmetric NMF, Asym-
metric NMF and Joint NMF, to solve the community detection
in undirected, directed and compound networks, respectively.

Psorakis et al. [13] leveraged Bayesian approach to automat-
ically identify the number of communities and the partition of
groups in networks so that the partition can achieve the highest
Newman modularity Q [15].

The membership coefficients assigned by an NMF algorithm
has the ability to express overlapping communities. However, a
membership coefficient does fail to determine whether a node
belongs to a community or not. Zhang et al. [20] proposed
a method based on symmetric binary NMF to deal with this
kind of inability.

Original NMF based methods factorize the adjacent matrix.
Some work uses different matrices. A Laplacian kernel matrix
is used in NMF to achieve higher modularity in [10]; A
neighborhood ration matrix is factorized instead of directly
using of the adjacent matrix by Eustace [12]; A nonnegative
similarity matrix is also used in graph clustering in [11].

Traditional NMF or SNMF methods using Equations (3)
and (4) reveal limited improvement in performance. Additional
information is leveraged to enhance the ability to identify more
accurate partition of overlapping or non-overlapping commu-
nities through NMF. For example, label data as additional input
is used in semi-supervised methods to identify overlapping
communities in [21] and [22], respectively. Content data, such
as topics and messages, in online social networks is exploited
to achieve better partition result in [3].



III. COMMUNITY DETECTION VIA SELF-CONSTRAINED
SYMMETRIC NMF

In this section, we propose a community detection model via
self-constrained symmetric non-negative matrix factorization.
Here the constraints will not exploit any additional data other
than the given adjacent matrix of a graph.

A. The Self-constrained Symmetric NMF model

Given an undirected unweighted network G containing n
nodes with m edges, the task of community detection can
be modeled through Equation (4), i.e., SNMF. Begin with
non-overlapping community detection, the resulting matrix
U should be orthogonal in rows. We denote element in
matrix U by Uic, where i = 1, 2, . . . , n represents node ID,
c = 1, 2, . . . , d indicates community ID.

For the task of non-overlapping community detection, the
non-negative matrix factorization shows:
• For any node i, the inner product of Ui· and Ui· always

equals to 1, i.e., Ui·U
>
i· = 1.

• For node i and node j that i 6= j,
∑d

c=1 Uic = 1

and
∑d

c=1 Ujc = 1. If the two nodes are in the same
community, the inner product of Ui· and Uj· equals
to 1, i.e., Ui·U

>
j· = 1 which also indicates an edge

between node i and j. If the two nodes are in different
communities, the corresponding inner product equals to
0, i.e., Ui·U

>
j· = 0 which implies that there should not

be an edge between them.
Now we define an indicating matrix Ehk of size d×d with

only the hth row, kth column element is 1 and the others 0.
Taking into account another product of row vector in matrix
U:
• For any node i that belongs to community h, the product

U>i·Ui· = Ehh.
• For node i and node j with i 6= j, the product U>i·Uj· =

Ehh, if the two nodes are in the same community h; the
product U>i·Uj· = 0, if the two nodes are in different
communities.

It follows that

U>U =


U11 U21 · · · Un1

U12 U22 · · · Un2

...
...

. . .
...

U1d U2d · · · Und



U11 U12 · · · U1d

U21 U22 · · · U2d

...
...

. . .
...

Un1 Un2 · · · Und



=



∑
i

Ui1Ui1

∑
i

Ui1Ui2 · · ·
∑
i

Ui1Uid∑
i

Ui2Ui1

∑
i

Ui2Ui2 · · ·
∑
i

Ui2Uid

...
...

. . .
...∑

i

UidUi1

∑
i

UidUi2 · · ·
∑
i

UidUid



=

n∑
i=1


Ui1Ui1 Ui1Ui2 · · · Ui1Uid

Ui2Ui1 Ui2Ui2 · · · Ui2Uid

...
...

. . .
...

UidUi1 UidUi2 · · · UidUid



=

n∑
i=1

U>i·Ui· = B, (5)

where the matrix B is a diagonal matrix and all the diagonal
entries in it are positive numbers, in the schema of non-
overlapping community.

For the task of overlapping community detection, the ob-
tained matrix U through SNMF contains the membership
coefficients for each node by row vectors. Slightly different
from the aforementioned analysis, the facts demonstrate as:
• For any node i, the inner product Ui·U

>
i· should be a

positive number, the product U>i·Ui· is not necessarily a
diagonal matrix.

The derivation shown in Equation (5) still holds in the
scenario of overlapping community detection problem. How-
ever, the resulting matrix B has different styles. Due to the
fuzzy community membership of each node assigned by a
traditional SNMF algorithm, U>i·Ui· might not be a non-
negative diagonal dominant matrix, and thus the summation
over i, i.e.,

∑n
i=1 U

>
i·Uj· may not always be a non-negative

diagonal dominant matrix.
Based on above depiction and in order to make the model

to be precisely controllable, the proposed self-constrained
symmetric non-negative matrix factorization is modeled as
following cost function to optimize,

JSCSNMF =
1

2
‖G−UU>‖2F +

λ

2
‖U>U− αI‖2F,

U ≥ 0, (6)

where I is a n× n identity matrix whose diagonal entries are
all ones and zeros for the others. The parameter λ controls
the second regularization, and the parameter α controls the
overlapping degree.

Soft membership assignments by any traditional NMF meth-
ods are unavoidable, since mature methods [19] [23] [13] to
solve NMF problem always begin with a randomized matrix of
U. Thus, many NMF based community detection approaches
reassign nodes with on-demand membership to hand out clear
partitions.

In Equation (6), we use a parameter, i.e., α, to balance
the overlapping degree of a partition. If we set α to a larger
number, the model enforces U to conform the product U>U
to be diagonal dominant so that the resulting partition will be
“more non-overlapping”, and vice versa.

B. The Algorithm to Solve SCSNMF
The cost function J of SCSNMF in Equation (6) is not

convex in U. Thus, it is probable to find a local minima of
J by using multiplicative updating rules proposed by Ding el
al. in [24].

Taking into account the property of matrix trace, the La-
grangian function of Equation (6) can be rewritten as follows,

JSCSNMF

= tr(G>G−UU>G−G>UU> + UU>UU>)

+λtr(U>UU>U− 4U>U + α2I)− tr(ΛU), (7)



Algorithm 1 commDetSCSCNMF(): Updating Procedure for
Community Detection

Input:
graph network adjacent matrix G, number of communities
d, regularization parameter λ, overlapping degree param-
eter α

Output:
user-community membership indicator matrix U

1: initialize elements of U with non-negative random num-
bers ranged in [0, 1]

2: while not convergent do
3: update U according to Equation 12
4: end while
5: return U

where Λ is the Lagrangian multipliers for non-negativity of
U. It follows that,

∂JSCSNMF

∂U
= 4(UU>U + λUU>U)

− 4(G>U + λαU)− Λ>. (8)

With the KKT complementary condition, which is,

U(i, c)Λ(i, c) = 0, ∀i ∈ [1, n], c ∈ [1, d], (9)

and let Equation (8) be 0, i.e., ∂JSCSNMF

∂U = 0, we have,

Λ = (UU>U + λUU>U)− (G>U + λαU). (10)

Using the KKT complementary condition in Equation (9), we
have,

[
(UU>U + λUU>U)− (G>U + λαU)

]
(i, c)U(i, c) = 0.

(11)
Thus we get the following updating rule for U that satisfies
the above KKT condition:

Uic ← Uic

√
[GU + λαU]ic

[(1 + λ)UU>U]ic
. (12)

The overall algorithm for self-constrained symmetric NMF
community detection is listed in Algorithm (1).

IV. EXPERIMENTS

In this section, the task of overlapping community detection
is carried out on 5 real-world social networks for the perfor-
mance evaluations of the proposed SCSNMF method.

A. Datasets
We use 5 classic real-world social networks for experiments:

(1) Zachary’s karate club (Karate) [25], (2) Dolphin social
network (Dolphin) [26], (3) E-mail network URV (Email)
[27], (4) Books about US politics (Polbooks) 1, and (5)
College football teams (Football) [4]. The specifications of
these datasets are listed in Table I.

1http://www-personal.umich.edu/∼mejn/netdata/

TABLE I: Specifications of datasets.

Dataset # of nodes # of edges
Karate 34 78
Dolphin 62 159
Email 1133 5451
Polbooks 105 441
Football 115 613

B. Evaluation Metrics

The commonly used modularity Q [15] is one of the metrics
we used in experiments. Modularity is a measure of network
structure, which is also a evaluation of performance of com-
munity detection. For non-overlapping community detection of
a undirected unweighted network, the modularity Q is defined
as,

Q =
1

2m

∑
ij

(
Gij −

kikj
2m

)
δ(i, j), (13)

where m is the number of edges in graph G, ki is the
degree of node i, and δ(i, j) indicates if node i and node
j belong to the same community, i.e., δ(i, j) = 1 if they
belong to the same community, and 0 otherwise. As defined
by Equation (13), a network with high modularity Q should
have dense connections among nodes within communities, but
sparse connections between nodes in different communities.
However, for soft assigned membership coefficients in over-
lapping community detection, the community indicator δ(i, j)
should be in the other form, and the modularity Qov for
overlapping community can be defined as,

Qov =
1

2m

∑
c

∑
ij

(
Gij −

kikj
2m

)
PicPjc, (14)

where Pic is the membership coefficient of node i in commu-
nity c.

Another metric we use in experiments is the partition
density D [7]. The partition density D is defined as follows,

D =
2

m

∑
c

mc
mc − (nc − 1)

(nc − 2)(nc − 1)
, (15)

where mc and nc are the number of edges and the number of
nodes embraced in community c, respectively. An edge that
connects node i and node j is in community c, if nodes i and
j both are in community c.

C. Experiments Setup

Since the SNMF method is basis the proposed SCSNMF
progresses on, we choose the community numbers identified
by SNMF in the following experiments, which are 4, 6, 12,
4 and 10 for datasets Karate, Dolphin, Email, Polbooks and
Football, respectively. In the experiments, the parameter λ
varies in [0, 15] with step size 1, and the parameter α rages
in [1, 15] with step size 1. Experiments on the effectiveness
of parameter λ are carried out when α is fixed at 1, and vice
versa. The maximum iteration number for SCSNMF is set as
1000. Nevertheless, the algorithm will converge early. Due to

http://www-personal.umich.edu/~mejn/netdata/


the randomness of matrix factorization, experiments with the
same parameter setting are carried out 100 times.

D. Experimental Results

The result of experiments on the effectiveness of parameters
λ and α are shown in Figure 1 and Figure 2, respectively. From
the results we can figure that the parameter λ controls the
second regularization term in the Equation (6) of the SCSNMF
model, and α controls the overlapping degree of identified
communities. As λ and α increase, the non-overlapping mod-
ularity Q varies little, while the overlapping modularity Qov

increase. This implies that with the enforcement of matrix
B (c.f. Equation (5)) to be diagonal, i.e., enforcing matrix
U to be orthogonal, the community partition becomes “less
overlapping”, resulting more densely connected nodes within
community. Thus, the shrink of overlapping communities re-
sult in less nodes and edges in communities, and the vanishing
of edges is much faster than that of nodes, which leads to a
smaller partition density D.

V. CONCLUSION

In this paper we propose a self-constrained symmetric non-
negative matrix factorization with tuning ability to control
the overlapping degree of detected communities in a graph
network for undirected networks. We use both traditional and
overlapping version of modularity and partition density to
investigate community overlapping on five real-world social
network datasets. The experimental results show that the pro-
posed method has the ability of interpretation for overlapping
degree of communities.

For possible future work, an asymmetric NMF version
should be considered to investigate the overlapping community
in directed network.
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(e) Effectiveness of λ on Football.

Fig. 1: Effectiveness of λ
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(a) Effectiveness of α on Karate.
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(b) Effectiveness of α on Dolphin.
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(c) Effectiveness of α on Email.
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(d) Effectiveness of α on Polbooks.
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(e) Effectiveness of α on Football.

Fig. 2: Effectiveness of α
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